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IMAGE FEATURES CALCULATION FOR HIGH
RESOLUTION SATELLITE IMAGERY COMPARISON

Hnatushenko V., Shedlovska Y.

The algorithm of the search of similar areas on the earth surface
and the method of satellite imagery description for comparison of satellite
Images are proposed in this work. We developed an image description
method which is based on the distribution of image object classes. For
Image description the geometric, statistic, texture, spectral, spatial
features were calculated and our satellite imagery classification
algorithm was used.

Key words: classification, satellite imagery, image similarity,
distance metrics, image features, description.

Formulation of the problem. Today, digital imaging is widely used
to solve problems in the field of information technology, medicine, remote
sensing. In this work, digital image processing methods are applied to
satellite images of high spatial resolution, for the purpose of their
interpretation and further analysis. Every day, satellites transmit enormous
volumes of digital multichannel data to Earth. The WordView-2 satellite
has an average travel time of more than one point, 1.1 days, during which
time it can cover up to 1 million square kilometers of the earth's surface.
Such volumes of data require fast processing methods and timely retrieval
of useful information. The urgent tasks of processing satellite images is the
recognition and classification of objects on the earth's surface, analysis of
changes, the search for similar sites of the earth's surface.

In the work the algorithm of search of sites of the earth surface
containing similar geographic objects is investigated. Modern geographic
information systems implement services that allow the user to select a
sample of the earth's surface, and return images of the earth's surface,
which are most similar to the one selected. This software application is
very convenient for working with a large number of satellite images stored
In databases. For this, satellite images stored in the database are divided
into small parts (tiles), then it is possible to estimate how similar they are to
each other. You need to solve the problem of similarity of images. To do
this, each image must be presented in a comparable form, that is, the
properties to be described and compared with each other should be
calculated. To get the right conclusion about the similarity of images, the
calculated properties should display contextual information about the
content of the image, because often images of one subject can have
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different brightness or color. To avoid mistakes, we suggested the use of
different types of properties.

Analysis of recent research and publications. Previous studies of
various authors have been devoted to the calculation of image properties,
which are most convenient for their description and analysis [1]. Properties
are quantitative and qualitative values that carry information about the
images and objects depicted on them. Properties for description of the
Image and their number are selected based on the tasks set. In previous
studies that looked at similar images, the following image description
methods were used, such as histograms of vertices, color histograms [2],
color, shape, and texture [3].

Formulating the goals of the article. The purpose of the work is to
develop an effective method for describing satellite imagery for their
comparison.

Main part. Different types of properties for the description of
satellite images are investigated in the work. We proposed a special
approach to comparing and calculating satellite imagery properties. Our
image description method is based on the distribution of classes on satellite
imagery. The algorithm for classification of satellite imagery, developed by
us, was applied in this paper.

Photos taken by WorldView-2 and WorldView-3 satellites were used
in this work. The image consists of 8 multispectral channels obtained in the
spectral range from 400 nm to 1100 nm and a panchromatic channel
obtained in the spectral range from 450 nm to 800 nm. The spatial
resolution of the images reaches 0.31 m per pixel. This is the best
resolution of satellite imagery for today.
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Fig. 1. Algorithm for finding similar images

To construct the histogram of the classes of the image, we must perform
the classification of the image, so at the description stage of the image we
apply a classification algorithm. Our algorithm for classification of satellite
images is based on an object-oriented approach. Let's consider more about
our classification algorithm (Fig. 2):
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Fig. 2. Classification algorithm

Large-scale satellite images were divided into small parts called tiles.
Thus, a database was received for testing.

To test the algorithm (Figure 1), at the description stage of the image,
each image from the database was represented as a class division
histogram. To do this, geometric, statistical, spectral, spatial and texture
properties of the images were calculated. The classification of the images
was performed and the class distribution histogram was constructed.

1. Preliminary processing of input data. At this stage, the quality of
the input image is improved with the help of histogram correction methods.
The spatial resolution of satellite satellite multispectral channels improves
due to the merge with the panchromatic channel [4].

2. Segmentation of the image. Image segmentation is a key stage of
object-oriented classification. At this stage, the image is divided into
segments, that is, objects are obtained for analysis. In our work for the
segmentation the average shift algorithm was used [5].
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3. Improvement of segmentation results. After segmentation, there is
a large number of small segments that have a size of several pixels. They
may occur due to the presence of noise in the image. At this stage, the
merging of small segments with adjacent segments that have similar
spectral characteristics is performed (Fig. 3).

Fig. 3. a) - the input image; b) the result of segmentation;
c) is the result of the improvement of segmentation

4. The calculation of the properties of segments of the image. To
further classify and describe the image, it is necessary to calculate the
properties of the image. In our work, the properties of individual segments
were calculated. Satellite images, unlike ordinary photos, contain a limited
number of classes. We have identified several classes that are most
commonly encountered in satellite imagery: buildings, trees, roads, grass,
soil, water, shadows. Such types of surfaces as vegetation, water, and
shadows can be precisely identified, due to the presence in the satellite
images of channels near the infrared spectrum and spectral indices [6,7].

Properties, calculated in the work can be divided into the following
groups:

e geometric properties: segment area, segment length, border-to-
square ratio, rectangle segment;

e spatial properties: the presence of a common boundary of
segments, the length of the common boundary;

e statistical properties: the average brightness of a segment in
different channels;

e Spectral properties: Normalized Difference Vegetation Index,
Normalized Difference Vegetation Index, Normalized Saturation Index
Attribute Index (NSVDI), tone, saturation and brightness in the color space
HSV (hue, saturation, value) [6,7];

e texture properties: gradient of boundary segments, correlation,
entropy.

5. As a classification algorithm, a controlled classification and a set of
logical rules were used. Segments not belonging to uniquely identified
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classes (vegetation, water, shade) were classified by a controlled
classification method, then a plurality of rules was applied to them.

For each segment from the database, according to the results of
classification (Fig. 4) a histogram of the distribution of classes was
constructed (Fig. 5).

Fig. 4. The result of the classification
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Fig. 5. Class distribution histogram
For comparison of images, 3 commonly known metrics of similarity
of histograms were chosen:

1. Intersection of histograms:

d(H,, H,)=2 min(H, (), H, () 1)

returns the value d €[0,1] | histogram similarity increases with d.
2. Metric Hi-square:

d(H, 1)<y (PO H:O)

i H, (1) @
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returns the value d €[0,0) | the similarity of histograms decreases with d.
3. Distance Bhatachari:

JH () H, (i)
~ RO ZH 0 )

returns the value d €[0,1] | the similarity of histograms decreases with d.

For the input image taken one image from the test database. Next, the
distance between the histogram of the input image and histograms of
images from the base was calculated. Images that have the greatest
similarity to the metrics used are displayed as a result of the search. In fig.
6 shows the search results for some test images.

Conclusions. Different categories of properties of satellite images
were considered in this paper. Geometric, statistical, spatial, spectral and
texture properties were chosen for the classification and further description
of the images. A special algorithm for the classification of satellite images
was developed, which allows taking into account the properties of different
types of surfaces and geographic objects. A graphic distribution histogram
was presented to describe the images, which presents contextual
information about the image.

The suggested algorithm for describing and comparing images was
tested on a database consisting of 500 images (tiles). Experimental results
showed a significant visual similarity to the results of the search for
images. Future studies will explore new features that will better describe
the image and improve search results.

d(H, H,)= [1-
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Fig. 6. Search result for similar images
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PACYET CBOMCTB N30BPAKEHWMH JUISI CPABHEHUSI
CIIYTHHUKOBBIX CHUMKOB BBEICOKOI'O
IMPOCTPAHCTBEHHOI'O PA3PEIIEHUSI

I'marymenko B.B., lllegnosckas ..

B pabome npeonorcen anzopumm ROUCKA NOXOHCUX YUACMKOE HA
CRYMHUKOBbIX CHUMKAX U Memod OnNUCAHUAL CHUMKO8 0.71}1 ux
CPABHEHUA. Memoo onucanus ocHoeéamn Ha nocmpoenuu cucmozpammaol
pacnpeodenenus Kiaccoé Ha uzoopasrcenuu. Jlna Imozo oOvlau
paccuumansvl ceomempuuecKue, npocmpaHcmeeHHble, CneKmpaibHble,
cmamucmuuecKkue, meKcmypHsle XxXapaKkmepucmuku u306pa.7fcenuﬁ,
makyce, O0bll NPUMEHEH  pPA3PAOOMAHHBIL  HAMU  AA20PUMM
Knaccuguxkayuu.

Knroueewvie cnoea: CnymHUKO6bl€é CHUMKU, maccuqbuxauu;l,
noXo0Xcecms U300pPaAXHCEHUNl, MEMPUKU DACCHMOAHUA, UOEHMUPUKayus
00beKmoe.

PO3PAXYHOK BJIACTUBOCTEM 3065PAKEHHS
JIJIS1 TIOPIBHSIHHSI CYITYTHUKOBHUX 3HIMKIB BUCOKOI
IMPOCTOPOBOI PO3I1JIBHOI 3JATHOCTI

I'marymenko B.B., lllegnosceka 4. 1.

Y pooomi 3anpononosano anzopumm nowtyky cxoxcux OiLIAHOK
CHYMHUKOBUX 300pajceHt ma Memood Onucy CynymHuKo8uUXx 300pa3;cens
0 iX NOpIGHAHHA. 3ANPONOHOBAHUII MemOo0 ORUCY 0Oa3YEMbCA Ha
noodyo0oei cicmozpamu po3nodiny knacie. /[na onucy 3o0pasricenusn 0yno
Po3paxosano zeomempuyti, CMamuUCmMuyiHi, nPOCMoOposi, CneKmMpaibHi,
MEeKCMYpHI  61aCIMUBOCMI MmMa 3ACMOCOBAHO PO3POOJIeHUl HAMU
anzopumm Kiacugpikauyii.

Knrouogi cnosea — cynymnukogi 3HimKu, Kiacugikauisa, cxoxcicmo
300paixcensv, mempuku eiocmani, ioenHmuikauyia 00’ckmie 300parxcennsi.



