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The paper discusses two algorithms for constructing smooth closed curves
using the Gaussian interpolation function.

In the work of an engineer, there is a constant need to construct geometric
objects that have given properties. Components of these objects can be closed
curves. In complex technical problems, in addition to closedness, an additional
condition of smoothness at all points of the curve may arise. Therefore, the
relevance of constructing such smooth closed curves is relevant.

Gaussian interpolation polynomials, being based on exponential functions,
have several advantages over algebraic interpolation polynomials. There is no
oscillation that is typical for algebraic polynomials when interpolating larger data
sets. Also, using the additional coefficients in the argument of each term, it is
possible to control the function when solving any problem that both requires
interpolation and implies some additional properties of the interpolant.

Parameterization of the interpolating Gaussian polynomial enables the
construction of curves. To make curves closed, we add the condition: the point
corresponding to the lowest value of the parameter must coincide with the point
corresponding to the highest value. We call this point the gluing point.

However, until now, the use of Gaussian interpolation polynomial for
constructing closed curves was limited due to the fact that the methods of
constructing such a polynomial did not provide control over the derivatives at the
interpolation points, and therefore over the tangent lines at the points of the
parametric curves and the order of smoothness at the gluing point when
constructing a closed curve.

In this paper, two fundamentally different methods of solving the problem of
constructing a smooth closed curve with a Gaussian interpolation polynomial are
proposed, each, however, with its own advantages and disadvantages. The first
method involves setting the values of the derivatives at the points of the
interpolation polynomial explicitly, and the second — the smooth closure of the
curve at the point of gluing by means of mathematical optimization of the difference
of the derivatives in the gluing pint without setting the derivatives explicitly.
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The purpose of the research is to improve the construction of curvilinear
contours using the Gaussian interpolation function by introducing the smoothness
condition. Two different methods are proposed, and the results of their work are
showcased.

Keywords: interpolation, Gaussian interpolation curve, curve smoothness,
mathematical optimization.

Problems staging. In previous articles, the algorithm for constructing an
interpolation function based on Gaussian curves was given. This algorithm in
most cases has better accuracy compared to classical interpolation methods. In
addition, since this function belongs to exponential curves, this makes it possible
to differentiate it infinitely. In its existing form, the Gaussian interpolation
function does not account for derivatives in points, however, it doesn’t prohibit
such control explicitly. To get rid of this drawback we can exploit the function's
properties without reinventing the polynomial per se.

Analysis of recent research. The algorithm for constructing the Gaussian
interpolation function was first introduced in [1]. The possibilities of using
exponential interpolation for the construction of smooth non-closed objects were
also shown there. The results of the analysis of the Gaussian interpolation
function algorithm on elementary algebraic functions are given in [2]. It is
shown that for most functions with an uneven frame, this function has better
accuracy compared to the classical Lagrange polynomial. The work [3] is
devoted to the analysis of the influence of the variable parameter on the
appearance of the interpolation function. Methods of solving mathematical
optimization problems are given in [4], in particular, the algorithm that was used
in the implementation of the showcased curve construction algorithm.

Obijectives of the study. The purpose of the study is to construct a smooth
closed curve at the given points by either introducing additional equations taking
into account the given derivatives at the interpolation points, or by optimizing
the derivatives difference in the gluing point by means of mathematical
optimization.

Main part. The Gaussian ?iznterpolation polynomial has the form:

i=1

where X; — interpolation points (i = 1..n), o; — positive coefficients in the
argument of the exponent, y; — polynomial coefficients.

Usually, to find the coefficients of the polynomial vy;, a system of linear
equations P(x;) = y; is formed. This system has n linear equations, n variables v;,
respectively, if all x; are unique, such a system has one and only one solution.

Analytical method of constructing a smooth closed curve by Gaussian
interpolation polynomial.

The first method of constructing a closed curve with a Gaussian
interpolation polynomial consists of enriching the system of equations of the
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form P(x;) = y; with equations of the form:
dP(x;)
dx ¥i

where dy; is the given polynomial derivative at the interpolation point y;.

The derivative of each term of the Gauss interpolation polynomial:
p—ailx—xi)*

is a function:
—a;(2x — 2x;)ewmilx—wl

Accordingly, the derivative of the polynomial will be the sum of the vy;-
weighted derivatives of each term.

Note that the task of finding optimal «; iS not considered in this context.
For simplicity, we can assume that o; = 1.

So, in order to specify the derivatives at the points, you need to add the
appropriate number of equations to the system. Unfortunately, it is not possible,
as is usually done in the case of algebraic polynomials, to raise the degree of the
polynomial and, accordingly, increase the number of its coefficients by a
number sufficient for the system to remain defined when additional equations
are added. Raising the degree, or more precisely, adding a term to the Gaussian
interpolation polynomial, involves the introduction of new points of the
interpolation frame x;, even if these points will not strictly speaking be
interpolating. In other words, there is no need for the polynomial to pass through
these added points.

So, for example, for an interpolation polynomial that passes through two
points (X1, Y1), (X2, Y2) and has the values of the derivatives dy;, dy, defined at
these points, we must construct a system of the following form:

},-fle_fr'_':-r'__-r'_:lz —+ },:E—:r:l:_r-_—.r::': + }{SE_REI:IL_IB-:': + }fq_e_ﬂd-':-r'__-r-d-:': =¥

}/le_ﬁ"_':-?f:_-r'_:': + }/:E_ﬁ’:':-?f:_-r::': + }/EE_Ws':I:_-Ys:': + he—m'ix:--u?: =y,

—ay (2x, — Exl}e'“'—':x'—'x;j:+—arg{le - Ex:}e"?:':x'—‘f:”:

4+ —ay (2%, — 2xg)emxi % 4 g (2%, — 2x,)e®elEixd)® = gy
—ay (2%, — 21’1}9_“'—':1:_1'—:':+ —a,(2x, — Ex:}e_'r:':xi_xi:':
+ —aq(2x, — 2xg)e~ @l xsl® 4 g, (2x, — 2x,)emelxamxd)® = gy,

It can be seen that the values of x3 and x, appeared in the system, although
they were not present in the initial formulation of the problem. These are non-
interpolated frame values that do not force the polynomial to pass through the
corresponding points y; and y,4. Actually, the system does not even contain such
values, but adding the x; and x, allows us to formulate a polynomial of four
terms to build a system of four equations.
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When solving this system by any method, we will get the coefficients of
the interpolation polynomial. Systems for polynomials with a larger number of
interpolation points are solved similarly.
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Figure 1. Interpolating polynomial by 2 points with 2 derivatives

Figure 1 shows an example of an interpolation polynomial that passes
through two points (2,1), (4,3) and has derivative values of 0.6 and -0.3,
respectively.

To construct a smooth closed curve by specifying the derivatives at the
points of the Gaussian interpolation polynomial, it is necessary to define two
polynomials dependent on the common parameter t: one for the x-coordinate:
Px(t), the other for the y-coordinate: Py(t).

The set of points (Py(t), Py(t)) will form a continuous curve. If the
coordinates of the first and last point of the interpolation frame coincide, the
curve will have a gluing point. Limiting this curve with a parameter between the
first and last point will make the curve closed.

To ensure the smoothness of such a curve, it is enough to always add only
two equations for each coordinate. One will set the derivative of the
corresponding polynomial at the starting point, the other at the final point. When
parametrically specifying a closed curve, the coordinates of the starting point
must coincide with the coordinates of the final point. Under the condition of
equivalence of the derivatives at the first and last point, the curve will be
smooth.

The drawback of this method is that the additional non-interpolating
points that had to be added affect the appearance of the function. For instance,
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figure 1 shows an example of an interpolation polynomial that passes through
two points (2,1), (4,3) and has derivative values of 0.6 and -0.3 determined in
them, respectively. Additional non-interpolating points of that polynomial were:
X3=3 and Xs=5

If you choose other additional points, the specified interpolation and
differentiation properties of the polynomial will not change, but the general
appearance of the polynomial will.
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Figure 2. Interpolating polynomials with different added points

Figure 2 shows an example of the interpolating Gaussian polynomial with
the same interpolation and differentiation properties at points as in Figure 1 but
with different additional points (X3 = 0 and x, = 6 on the left, X3 = 2.001 and x4 =
4.001 on the right).

Choosing the values of additional points of the Gaussian interpolation
polynomial with given derivatives at the points is a separate problem that is
beyond the scope of this paper. Probably, as with the coefficients a;, the choice
of specific values will depend on the context of the application of the
interpolation function.

Unlike the terms of an algebraic polynomial, the terms of a Gaussian
polynomial can be differentiated infinitely. Using this property, it is possible to
provide any predetermined order of smoothness at the self-adjoint points by
adding new pairs of equations for each new degree of smoothness.

Therefore, this method of constructing closed smooth curves by Gaussian
interpolation polynomial allows us to set any given order of smoothness in the
gluing point by adding a pair of linear equations for every degree of smoothness.
This is also possible with algebraic polynomials, but the advantage of Gaussian
interpolation is that it doesn’t tend to oscillate when adding new points or
derivatives at points unlike algebraic polynomials do.

The disadvantages of this method, however, are that, firstly, it is necessary
to determine the derivatives at the gluing point in advance, and secondly, we
also need to somehow determine additional non-interpolating points of the
frame, which are not essential for the actual task of constructing a closed curve.
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In addition, this method is orthogonal to the determination of coefficients
aj. Depending on the context of each specific application, this can be both an
advantage and a disadvantage.

Numerical method of constructing a closed curve by Gaussian
interpolation polynomial.

The second way of constructing a closed curve by the Gaussian
interpolation polynomial is to numerically optimize the difference between the
derivatives of the interpolation polynomial at the first and last point precisely in
the space of a; coefficients.

The target function for optimization is the sum of squared differences of
the derivatives for each variable at the first and last point of the curve
constructed by the Gaussian interpolation polynomial. Also, considering that the
optimization is conducted by numerical methods anyway, which implies non-
zero numeric error, we can safely use finite differences instead of derivatives.

With the target function established, we can use any numerical
optimization algorithm to find the local optimum of the derivative at the first
and last point difference. To showcase the obtained results, the Broyden-
Fletcher-Goldfarb-Shanno algorithm was used, but the problem itself does not
infer the use of any particular algorithm. The choice of the best mathematical
optimization algorithm for each specific application problem of constructing a
smooth closed curve goes beyond the objectives of this paper.

The result of the system can be seen in Figure 3.
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Figure 3. Closed smooth curve
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Figure 3 shows a closed smooth curve constructed by a Gaussian
interpolation polynomial with coefficients obtained by the numerical method of
minimizing the sum of squares of the finite differences of the derivatives in the
first (1, 6) and the last, which coincides with the first.

Unlike the previous method, this method does not require the introduction
of additional non-interpolating points. It also does not leave the issue of
determining the coefficients a; without consideration. But it requires the solution
of a system of linear equations at each iteration of the minimization algorithm,
which is a problem when the dimensionality of the system increases, not only
because of the corresponding increase in the number of calculations when
solving each system but also because of the increase in the dimension of the
optimization space and the number of iterations, respectively.

However, for constructing curves based on a small number (up to a dozen)
of interpolation points, this method is relatively undemanding in terms of
computing power.

Conclusions. Two methods of constructing a smooth closed curve with a
Gaussian polynomial were proposed. Both methods are effective. Each can be
applied in one or another context, depending on the additional conditions
imposed on the task. Both methods can be developed further and adapted to
solve application-specific problems.
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IHOBYJAOBA 3AMKHEHUX I''TAIKUX KPUBUX
THTEPHOJISIIMHUM IOJIHOMOM T'AYCA

Aymesa H.M., Kanentok O.C., Cunopenko HO.B.

YV cmammi poszenanymo oea ancopummu nob6yoosu 2naoKux 3aMKHEHUX
KPUBUX 3a 00NOMOo20t0 inHmepnoasayitnoi ¢ynxyii I ayca.

Y pobomi indcenepa nocmilino SUHUKAE HEOOXIOHICMb KOHCMPYIO8AMU
2eoMempuyHi 00 ’ekmu, AKi maromov 3a0awi éracmusocmi. Komnonenmamu yux
00 ’exmie Modcymv Oymu 3aMKHeHi Kpusi. ¥ CKIaOHUX mexHiuHux 3a0ayax, OKpim
3AMKHEHOCMI, MOJIce BUHUKAmMU i 000AmMKO8a YM08a Npo 21A0KIiCMb ) 8CIX MOYKAX
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kpueoi. Tomy axmyanvHicme noOY008U MAKUX 2NAOKUX 3AMKHEHUX KPUBUX €
AKmMyaibHOI0.

Iumepnonayitinuii noninom I'ayca, nooyoosarnutl Ha 6a3i eKCHOHEHYIATbHUX
@yHKyil, mae pso nepesaz HAO aneeOPAIYHUMU THMEPNOJAYIUHUMU NOJTHOMAMU.
Ilpu 0ooasanui HOBUX MOYOK KApKACY He BUHUKAE OCYUIAYIU, a 3a80AKU
000amKo8UM KOepiyicHmam npu apeymMenmi KOJHCHO20 YNeHd, MOMCHA Kepyeamu
BUTIAOOM (DYHKYIL npu po38 ‘a3anHi 3a0a4i iIHmepnoJisayii.

3a Odonomoeoro napamempuszayii @yukyii layca eoanoce nposooumu
IHMepnonAyilo 3AMKHEHUX Kpusux. Aneopumm nepedbauas 3a80aHHs NEpuioi 1
OCMAanHbOI MouKuU, Axi cnienadanu. Hadani yro mouxy 6yoemo Hazueamu moykoro
CKIIEIOBAHHSL.

Bmim, oomenep 3acmocyeanus inmepnonayiiinoco noninoma layca ons
n06y008U 3AMKHEHUX KPUBUX OYI0 0OMEdNCEHO uepe3 me, Wo Ccnocoou nooyoosu
makozo NoNiHOMa He nepeddbauany KOHMpONIO 34 NOXIOHUMU 8 MOYKAX
iHmepnonsayii, a 3Ha4umov [ 3a OOMUYHUMU NIHIAMU 8 MOUKAX NAPAMEMPUUHUX
KpUBUX, a 3HAYUMb 1 3a NOPAOKOM 2NAOKOCMI Y MOYYl CKICI08AHHS Npu NOOYO0E6i
3AMKHEHOI KPUBOL.

B oaniti pobomi npononyemscs 06a NpUHYUNOBO Pi3HUX CNOCOOU UPTUIEHHS
3a0ayi no6y008U 21a0Koi 3aMKHEHOI Kpugoi inmepnonsayiunum noainomom I ayca,
KOJICeH, 6mim, 31 c8oiMu nepesazamu, ooOMediceHHAMU [ Hedonikamu. [lepwiti
nepeobavac 3a0amHs 3HAYEHb NOXIOHUX ) MOYKAX [HMEepnoaayiiiHo20 NOIIHOMA,
opyauii — 2naoKe 3aMUKAHHs KpUBOoi' y mouyi cKelo8anHs 6e3 A6H020 KOHMPOIO 3d
HOXIOHUMU.

Memoio Oocniodicenb € YOOCKOHANEHHS CnocoOy NnoOyo0osu KPUBOJIHIIHUX
00600i68 3a O0onomoeoro iHmepnoaayiunoi Gyukyii I'ayca 3 ypaxyeanuwam ymoe
enaokocmi. Y cmammi nponoHyemvcs 08a nioxoou 00 po36 s3aHHA yici 3a0aui.
Hasoosimbcs  pesynomamu  poboomu cucmemu, w0 NOKpAWye CAPULIHAMMA
mamepiay.

Knrouosi cnosa: inmepnonayis, inmepnonayitina kpuea layca, enadkicme
KpUBOL, Mamemamuyra Onmumizayis.
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