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Neural networks are an important tool in modern technology, providing a
wide range of applications in various fields, including computer vision, natural
language processing, medicine, finance, and others. They are based on the idea
of replicating the workings of the human brain and neural system, allowing
them to perform complex tasks by using learning by example. Deep neural
networks have become one of the most popular tools for developing automated
solutions. These models turned out to be particularly useful in solving
classification problems. Nevertheless, modern approaches to the formation of
the network structure and learning require a significant investment of time. It is
necessary to develop learning methods that could optimize the learning process
in terms of the number of computational operations required. In addition, the
method should have the property of adaptability, so that the learning results, as
well as the obtained models, can be used for other tasks.

Segmentation, filtering, classification, scene reconstruction, object
position estimation, object detection, video surveillance and many other diverse
tasks include a wide field of computer vision. Computer vision is an important
component of the development of artificial intelligence and intelligent
information technologies. Image recognition is relevant in military affairs, when
the correct identification of a military object can radically change the course of
a battle or a local operation, finds its place in archeology and archival work,
helps to reproduce historically valuable documentary finds, as well as when
mapping the area and transmitting information from artificial Earth's satellites.
It is desirable to give the reproduced image such properties that the perception
of individual, most significant fragments of the image, or the image as a whole,
will be convenient for the observer in view of the artistic or technological
properties of this image. This paper examines the current state of neural
network technologies, their operating principles and potential applications.
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Formulation of the problem. In recent decades, neural networks in deep
learning have opened up new possibilities in computer vision, where they are
used for pattern recognition in videos and images. This covers a wide range of
tasks, from object classification to face detection, motion and behavior analysis.
In this study, we consider the main concepts, algorithms and applications of
neural networks in computer vision, as well as the prospects for their
development.

Analysis of recent research and publications. Deep neural networks have
become one of the most popular tools for developing automated solutions [1].
These models turned out to be particularly useful in solving classification
problems [2]. Nevertheless, modern approaches to the formation of the network
structure and learning require a significant investment of time. Relearning of
networks, if necessary, takes place on all examples of the learning data set [3].
These examples include those classes that the network successfully classifies
(resulting in redundant work).

Formulation of the goals of the article. It is necessary to develop
learning methods that could optimize the learning process in terms of the
number of computational operations required. In addition, the method should
have the property of adaptability so that the learning results (including the
obtained models) can be used for other tasks.

Main part. After setting the network architecture, it is necessary to define
its behavior. Learning a neural network consists in changing the value of the
weights of the neurons so as to achieve the set goal of the task. Today, there are
three main types of learning neural networks:

e supervised learning;

e unsupervised learning;

e semi-supervised learning.

In supervised learning, a set of learning data and corresponding outputs
are sent to the network input. The challenge is that the network must find such a
general rule that transforms inputs into outputs.

In unsupervised learning, the training sample is known, but the network
needs to determine the internal relations between the data and independently
form the outputs.

In mixed learning, the network receives an incomplete training set as
input, some initial values are missing from it. And in this case, the network first
learns on unlabeled data, and then, using this approximation, retrains on labeled
data.

Computer vision is an extremely broad field that includes many diverse
tasks such as segmentation, filtering, classification, scene reconstruction, object
position estimation, object detection, video surveillance, and many others.
Computer vision is an important component of the development of artificial
intelligence and intelligent information technologies. Computer vision is used in
dozens of industries, for example, when building "smart" stores, identifying
customers using biological characteristics, automating agricultural processes
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using drones, automatic inspection at factories, video surveillance, improving
the quality of photo and video data (these are different architectures of neural
network), automatic delivery of parcels by unmanned aerial vehicles.

Neural network architectures, namely convolutional neural networks
(CNN), represent an interesting method for adaptive image processing and form
a link between general feedforward neural networks and adaptive filters. Two-
dimensional CNN are formed by one or more layers of two-dimensional filters
with possible nonlinear activation functions and/or downsampling. CNN have
the key properties of translational invariance and spatially local connections.
Although the development of the CNN system for use is ongoing, the results
support the notion that adaptive data-driven image processing techniques such as
CNN are useful for image processing or other applications where the input
arrays are large and spatially/temporally distributed.

Scheme of application of detectors (detector — an algorithm for finding
special points) and descriptors (descriptor — a description of a special point that
determines the features of its environment, is a numerical or binary vector of
certain parameters) allows you to select a special point from the entire set of
them in the image. This is necessary for compilation of key pairs of features
belonging to the same object when comparing different images to solve the
classification problem.

One of the most common classes of classification algorithms are the so-
called bag-of-words (or bag-of-features, bag-of-key-points). The idea is
borrowed from the problem of text classification, where a description is used in
the form of histograms of occurrences of certain words from a pre-compiled
dictionary. The main steps of such algorithms are described as follows:

Step 1 - identifying the key points of the image;

Step 2 - calculation of descriptors of local neighborhoods of special
points;

Step 3 - clustering of descriptors of key points belonging to all objects of
the training sample;

Step 4 - construction of a description of each image in the form of a
normalized histogram of occurrences of "words" (for each cluster, the number of
key points of a certain image attributed to it is calculated);

Step 5 - building a classifier that uses the image description calculated in
step 4.

The other approach to solving the classification problem is to use models
of objects consisting of parts (part-based models). Algorithms of this class take
into account the relative location of various parts of the object. For example,
when recognizing a face, is important to get recognized the relative location of
the eyes, nose, mouth, hair, etc.

The main elements of models consisting of parts are:

e representation of separate parts of the object (usually descriptors are
used for this);

e methods of learning this representation;
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e description of connections between parts.

The procedure that ensures the conversion of electrical signals into an
optical image is called visualization. However, the quality of the image is not
always evaluated by the accuracy of reproduction of the primary image or the
linearity of the transfer of parameter changes. For example, an image that was
obtained at dusk or fog will be characterized by low contrast, indistinct outlines,
pale color.

It is desirable to give the reproduced image such properties that the
perception of individual, most significant fragments of the image, or the image
as a whole, will be convenient for the observer in view of the artistic or
technological properties of this image.

Conclusions. Image recognition is now very relevant in military affairs,
when the correct identification of a military object can radically change the
course of a battle or a local operation, finds its place in archeology and archival
work, helps to reproduce historically valuable documentary finds, as well as in
mapping the area and transferring information from artificial satellites of the
Earth.
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HEVMPOMEPEXI. KOMII'IOTEPHE 30POBE PO3III3HABAHHSA
I'ymen O.M., Cenina 1.B., Miss /1.C.

Heupomepearci - ye easxcauguii incmpymenm y Cy4acHux mexnoio2isnax, uo
3abe3neuye WUPOKULL CHeKmp 3acmoCy8aHb ) pI3HUX chepax, 6KIUardu
KOMN tomepHe 30po6e PO3NI3HABAHHS, NPUPOOHY MO8Y O00pOOKU, MeOUYUH),
Ginancu ma inwi. Bonu b6asyiomscsa na ioei 6iomeopenHs pobomu 1i00CbKO20
MO3K) Ma HEUpOHHOI cucmemu, wo 00380JIA€ iM GUKOHYBAMU CKIAOHI 3a60AHH
WIAXOM BUKOPUCMAHHA HABYAHHA HA NPUKIA0ax. I nubuHHi HelpoHHI Mmepedci
Cmanu 0OOHUM 3 HAUNONYAAPHIWUUX THCIMPYMEHMIE pO3POOKU A8MOMAMUI08AHUX
piwens. Jlani modeni SUABUNUCL OCOOIUBO KOPUCHUMU NPU BUPIULEHHT 3a0ay
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kracugikayii. Tum He menws, cy4acui nioxoou 00 GopmyeanHs CMPYKmMypu
Mepedici ma HABYAHHS BUMA2AOMb CYMmEGUX uacosux eumpam. Heobxiono
chopmysamu memoou HAGUAHHS, AKI MO2IU O ONMUMIZY8amMuU NPoyec HaA84UaHHs
3 MOYKU 30pY KIIbKOCMI HEOOXIOHUX O BUKOHAHHS 0OYUCTIIOBAILHUX ONnepayii.
Jlo moeco oic memod mac 60100imu B1ACMUBICMIO AOANMUBHOCMI, U0O
pe3yibmamuy  HAG4aHHs, 4 MAKOXdC OMPUMAHI MOOeni MOXNCIUBO  OY10
BUKOPUCTNOBYBAMU OISl IHUUX 3A0aU.

Ceemenmayis, ginempayis, kiacugikayis, peKoHCmMpYyKYisi CYeHu, oyiHka
noaodicenHss 00’ekma, 8usgneHHs 06’ €Kkmis, gioeocnocmepedxceHus ma bazamo
[HWUX PI3HONIAHOBUX 3A0aY BKIIOUAE 8 cebe WUpoka 001acms KOMN 10MepHO20
30p).

Komn’tomepne 6auenus € 6ajxciugoio cKiad08010 pO3GUMK) WIMYUHO2O
iHmenexkmy ma iHmMeNeKmyaibHux iHgopmayitinux mexnonoliu. Posniznasanus
00pa3ie € aKkmyanbHuM Y BIlCbKOSIll CNpasi, Koau NpasuibHa ioeHmugikayis
BIlICbKOBO2O 00 ’€KMaA MOdice KAPOUHAILHO 3MIHUMU XIi0 0010 YU JOKAIbHOL
onepayii, 3HaxX00UMb C80E Micye 8 apxeonolii ma apxieHill cnpasi, 00ONOMacae
8I0MEOpUMU  ICMOPUYUHO YIHHI OOKYMEHMANbHI 3HAXIOKU, A MAKO}C Npu
Kkapmozpagysanui micyegocmi i nepedaui ingpopmayii 31 WMYy4HUX CYNYMHUKIG
3emni. Biomeopenomy 306pasicenHio 6axcano Haoamuy maxkux eiacmugocmetl, 3d
SAKUX CHPUUHAMMS OKPEeMUX, HAUuOIIbul Cymmesux pazmenmis 300pasicenis,
abo 300padicenHss 8 yinomy 0yOe 3pyuHum OJis cnocmepieaua 3 02110y HA
XY002icHi abo MexHON02IUHI 81acCmMU8OCmi Ybo2o 300padicenHs. Y yiu pooomi
00CNIOHCYEMBCA CYYACHUL CMAH HEUpOMEpPeHcesux MmexHonio2iu, ix npunyunu
pobomu ma nomeHyitiHi 3acmoCcy8aHHs.

Kniouosi cnosa: Hneiipomepedici, wimyunuu inmenexkm, KoOMN lomepHe
30p08e pO3NIZHABAHHS, NPUPOOHA MOBA 0OPOOKU, MEXHOLO2II.
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